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Abstract

This report presents the results of an analysis of temperature at weather stations
in Iceland. Monthly temperature means for the period 1961 – 1990 were calculated
for each station, and the results spatially interpolated.

The spatial interpolation procedure consisted of two steps: de-trending and
kriging. In the de-trending step an 8 component linear model was fitted to the
temperature data, and the residual from the linear model calculated. In the kriging
step, the residuals were spatially interpolated to a map of Iceland using kriging.
The results from the linear model were added to the interpolated residual field to
produce a map of mean temperature for the month. This method was employed for
the 12 calendar months, and also for the annual mean.

Following this, the 12 monthly values at each gridpoint of the map were in-
terpolated to produce a 365 day smooth seasonal cycle. This allowed for a more
detailed study of the annual cycle and the calculation of maps of various tempera-
ture related indices.

Introduction

When the Icelandic Meteorological Office (IMO) was founded in 1920 it inherited an
observation network that had been maintained by the Danish Meteorological Institute
since its inception in 1872. The number of stations in this network varied, but was
usually between 15 and 20. The IMO network was expanded in the next decades,
and during the 30 year period from 1961 to 1990, around 80 manned weather stations
were simultaneously in operation. These numbers cover stations where temperature
measurements were performed, but do not include stations were only precipitation was
measured. Since 1990 the number of manned weather stations has declined, but nu-
merous automatic stations have been installed.

Various climatological parameters have been calculated using data from these sta-
tions and primarily reported inVeðráttan, which the IMO has published since 1924.
Maps of January and July monthly mean temperature for the period 1931 - 1960 were
compiled by Eythorsson and Sigtryggsson (1971) and more detailed maps for the same
months were presented in the study by Einarsson (1984). The next thirty year period
(from 1961 to 1990) is coincidentally the the period with the best data coverage from
manned stations in the data IMO archives. Therefore this period is the obvious time-
frame to use as a reference period for updating the monthly mean temperature maps.

This report presents maps of monthly mean temperature using 1961 to 1990 as
a reference period. Furthermore, a smooth 365 day annual cycle for each gridpoint
in the map is calculated, and maps of various indices relating to the annual cycle of
temperature are presented.

Data

The data used is described in more detail in Gylfadottir (2003). It comes from the ob-
servation network maintained by the IMO (see Figure 1). The manual station network
used comprises of 84 stations. The data from these stations is continuous throughout
most of the reference period, any gaps were interpolated using nearby station data.

The manual stations tend to be close to the coast with few stations in the highlands.
This poses a problem for the interpolation of mean temperature, since the effects of
altitude on temperature are poorly represented in the data. This is less of a problem
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Figure 1: The station network used in this study. The manual stations (blue circles) have
been operated throughout the 1961-1990 reference period, whereas the automatic stations (red
triangles) have been in operation for less than a decade.

for the interpolation of anomalies (i.e., the monthly departures from the average of the
reference period) since most of the altitude effects cancel when anomalies are calcu-
lated. In recent years numerous automatic stations have been installed, with several
stations in the highlands. In order to better include altitude dependent effects in the
database the monthly mean temperature for the reference period (1961 – 1990) at these
locations was estimated. For this, the following procedure was applied: First, using
the reference period as a baseline, monthly anomalies for the 1990’s were calculated
using data from the manual station network. Next, for each automatic station, station
data and the monthly anomaly at the station location were used to estimate the monthly
mean for the reference period at the corresponding station. If the automatic station had
been in operation for, say, 5 years this yielded 5 independent estimates of the reference
period mean for each calendar month. The average of the five values was then used
to represent the monthly mean for the reference period. In this way 31 stations were
added to the network. For several stations this method could be tested by comparing
the values it produced for an automatic station with those at nearby manual stations.
These tests did not reveal bias in the method.

Maps of monthly mean temperature

Method

The construction of the monthly mean temperature maps is performed in two steps.
First, the temperature data is “de-trended”. Trend components of the temperature field
are found using multiple linear regression on chosen predictands believed to be the
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most influential on temperature. A linear model of temperature can then be calculated
using gridded maps of the predictands. This linear model does not capture local vari-
ability features which will be dominant in the residual field, i.e. the field that describes
the difference between the actual temperature and the linear model estimations. This
field is found by interpolating the station residuals to the grid using the kriging method.

The predictands used were station longitude (Lx), latitude (Ly), station altitude
(ALT ), the distance-to-open-ocean (DTO), and the projections of the first four eigen-
vectors of local topography (EV1–EV4). With these predictands the temperature map
for each month was calculated according to the following:

T � Tl �R

whereTl is the linear model calculated using

Tl � a0�a1 �Lx�a2 �Ly�a3 �ALT �a4 �DTO�a5 �EV1�a6 �EV2�a7 �EV3�a8 �EV4�

andR is the residual field, i.e., the map obtained through applying kriging on the resid-
uals. Theai parameters in the expression forTl are found through linear regression on
the station data. Below each predictand will be discussed briefly.

The grid used is a latitude-longitude grid with a resolution of half a minute. This
means that the average gridcell size is 0�36km2. The standard (L2) norm on a latitude-
longitude grid does not conserve true distances, since the distance between separate
longitudes decreases with increasing latitude. For Iceland, this effect is small or about
7%. However, whenever spatial distances needed to be calculated (e.g. the kriging
interpolation) a norm that correctly reflected distances was used.

The altitude of each station is known, and the topographic map used to construct
the linear model was obtained from the U. S. National Oceanic and Atmospheric Ad-
ministration (NOAA) web server.1 These data are shown in Figure 2.

Given a station location distance-to-open-ocean is known, i.e. its distance from
a line that lies 10 km offshore from main peninsulas. A map of distance-to-open-
ocean for each gridpoint is shown in Figure 3. In the study by Gylfadóttir (2003), the
distance-to-coast was used instead of this predictand. However, subsequent analysis
revealed a much stronger relationship between temperature variability at stations and
their position with respect to open ocean. For instance, in the study by Bjornsson and
Jonsson (2003) a clear difference was found in the annal cycle of temperature between
coastal stations in NE Iceland that were located on the edge of peninsulas, and nearby
stations that were located inside fjords. These stations differed in their distance-to-open
ocean but not in their distance-to-coast.

The calculation of the eigenvectors of local topography is described in Bjornsson
(2003). These predictands are meant to capture small scale topographic influence, and
their use in the regression analysis is based on the method of Wotling et al. (2000). On
the local scale, topography can be broken into various patterns. The eigenvectors are
particularly useful for regression analysis because of their linear independence. The
methodology for calculating the eigenvectors is fairly standard (Bjornsson and Vene-
gas, 1997) and will not be described in detail in this report. The eigenvectors corre-
sponding to the four dominant eigenvalues explain a combined 87% of the total local
scale variance. These patterns correspond to a north - south slope, an east-west slope, a
unimodal (hill/valley) feature and a saddle-like feature. The projections of these eigen-
values on the local topography are shown in Figures 4 and 5. These projections are

1http://www.noaa.gov/topography.html
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Figure 2: The topography of Iceland on a grid that is approximately 0�4km2.
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Figure 3: The distance to open ocean at any gridpoint on the map in Figure 2. The blue
line corresponds to a line that is 10 km offshore from major peninsulas.
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Figure 4: The projection of the first and second eigenvectors onto the local topography
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Figure 5: The projection of the third and fourth eigenvectors onto the local topography
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used as the predictandsEV1–EV4 in the expression forTl . To obtain these values for
each station, the values from the maps in Figures 4 – 5 were read at the corresponding
location. To ensure proper balancing of matrices that need to be inverted during the
course of the linear regression it was found that the predictands needed to be normal-
ized.

The station residuals (the difference between the station temperature and the linear
model estimate) were then interpolated using the kriging method to produce the resid-
ual field R. The kriging method (Kitanitis, 1997) is a statistical interpolation method
that uses all available data to evaluate the interpolated value at a chosen point, weighing
it according to the distance from the point of interpolation. The weights are calculated
using the semivariogram of the data. Kriging is exact, in that the interpolation pro-
duces the observed value at each station. The routines used here are partly based on
those presented in Middleton (2000).

Results

The monthly mean temperature maps are shown in Figures 6 – 11, and the annual
mean temperature is shown in Figure 12. To facilitate visual comparison the colorscale
is kept the same in all the figures. During the middle of winter temperatures are below
freezing throughout most of the country, with the exception of coastal areas in the
south. During winter the average temperature in low lying areas (below 400 m altitude)
ranges between 0ÆC and�3ÆC but for the country as a whole the average temperature
is around�5ÆC. During summer, the temperatures in low lying areas range from 8 –
10ÆC, but the average for the country as a whole is around 7ÆC. It is apparent that in
the northern part of the country, the cold season lasts longer and the warm season ends
sooner.

How good are these estimates?

In order to estimate the uncertainties inherent in the method the following cross-validation
was performed: A station was dropped from the sample, the above analysis was re-
peated and the value estimated at the station (Test ) was compared with the true value
(T ). Proceeding in this manner for all stations, an error-map for each month was con-
structed. Figures 13 and 14 show the results for January and July. The maps in the
upper panel of the figures show that similar deviations do not “clump” together in cer-
tain areas, i.e., the deviations are spatially heterogeneous. The lower panels show the
distribution of the deviations, and also a plot ofT vs Test . In both cases a typical error
falls within�1ÆC. This magnitude of error is representative for all months (see Figure
15), for each month more than 90% of deviations have an absolute value less than 1ÆC..

It should be noted that the maps in Figures 6 – 11, and Figure 12 are calculated
using the average altitude for each gridcell, which can differ from the altitude of a
weather station situated within a gridcell. This height difference is usually small (typi-
cally less than 50m) but can lead to confusion if gridcell temperatures are compared to
station temperatures.

One check for systematic errors in the temperature maps is to examine month-to-
month differences in the maps and compare those to maps generated through direct
kriging of differences calculated at the stations. Figure 16 shows an example of such
a comparison. Here, the annual range, i.e., the January to July temperature difference
was calculated from Figures 6a and 9a (“the model”) and also by kriging the January to
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Figure 6: Maps of monthly mean (1961 – 1990) temperature. Results for January and
February.
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Figure 7: Maps of monthly mean (1961 – 1990) temperature. Results for March and
April.
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Figure 8: Maps of monthly mean (1961 – 1990) temperature. Results for May and
June.
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Figure 9: Maps of monthly mean (1961 – 1990) temperature. Results for July and
August.
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Figure 10: Maps of monthly mean (1961 – 1990) temperature. Results for September
and October.
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Figure 11: Maps of monthly mean (1961 – 1990) temperature. Results for November
and December
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Figure 12: Map of mean (1961 - 1990) annual mean temperature.

July difference at each station (“the data”). While the two figures differ in detail, overall
the resemblance is quite good. Especially, the location of maxima in the amplitude of
the annual cycle is the same on both maps. The models used by Gylfadottir (2003)
to produce monthly maps did not result in a model annual cycle that resembled the
one obtained through kriging of the data. Indeed, it was this difference that led to the
adoption of local eigenvector projection as predictands in the linear model.

The difference between the maps resulting from the two methods can be seen in
Figure 17. It is clear from this figure that the annual range estimated by the model
was larger than that obtained through direct kriging. The largest differences occur over
glaciers, and over Trollaskagi (the largest peninsula on the north coast). The difference
map for the temperature change from February to March was also calculated using the
above methods, and the inter-method-difference was examined. While the magnitude
was smaller, the spatial distribution of differences was similar, in that the largest dif-
ferences occurred over Vatnajokull and Trollaskagi. Figure 18 shows the frequency
distribution of the values in these two cases. Clearly the distribution for the annual
range is similar to the distribution obtained for the cross validation (see Figure15) but
for the February to March temperature change, there if far less of a difference between
the two methods. This is not surprising since the temperature change between the
months is small in comparison with the annual range.

The results of the cross-validation indicate that the accuracy of the method is close
to �1ÆC, which is somewhat larger than the error associated with a climatological
monthly mean. The latter is used when comparing different 30 year intervals, and is
estimated by using the sample variance of the 30 values that make up each 30 year
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Crossvalidation for January: Observed − Estimated temperatures
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Figure 13: Cross-validation results for January. Upper: map of the deviations (obser-
vation,T minus estimate,Test). Lower: A plot of observations vs. estimates and the
distribution the deviations. The straight line isy � x.
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Crossvalidation for July: Observed − Estimated temperatures
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Figure 14: Cross-validation results for July. Upper: map of the deviations (observa-
tion, T minus estimate,Test ). Lower: A plot of observations vs. estimates and the
distribution the deviations. The straight line isy � x.
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Figure 15: . The distribution of the deviations for all months.

monthly mean. The resulting confidence interval will vary from station to station and
with season. However, typical values show that the 95% confidence interval for a 30
year monthly mean is 0�6�0�9ÆC in the winter but 0�2�0�5ÆC in the summer. With
this in mind, the results of the cross validation procedure show an uncertainty which is
acceptable.

The results of the above comparison are encouraging, but the spatial distribution of
differences point to Trollaskagi and glaciers as areas of possible systematic errors in
the method. It should be noted that applying kriging directly to the data, does not in
it self produce the “true” map of temperature change, but the fact that the outcome of
two methods differ, may be indicative of systematic errors. However, the fact that these
are related to high altitude and glaciated areas is not surprising. While the adding the
automatic stations did improve the network in mountainous areas, the highest station
(Gagnheiði) is only at 949m. Furthermore, the method should be expected to fail over
glaciated areas, especially during summer when the surface is at freezing, and cools
down the surface air. This is an effect that is not included in the linear model, and there
are no stations on the glaciers themselves to capture this effect.
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Figure 16: A comparison of the annual range obtained by using the difference of the
maps in Figures 6a and 9a (“the model”) and that obtained by directly kriging the
January to July difference at each station (“the data”).
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Figure 17: Inter-method differences. Upper panel: The difference between the maps in
Figure 16.
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Figure 18: The distribution of inter-method-differences in from two methods for cal-
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Figure 19: The location of the stations shown in figures 20. Shown are station name
and number.

Interpolation to daily temperatures

With 12 monthly values at each gridpoint a smooth annual cycle can be obtained by
interpolating the 12 monthly values to a 365 day year. The interpolation is done in
a manner that preserves the monthly means, i.e., the average of the interpolated daily
values in January is the same as the original January mean. Proceeding in this manner
for all gridcells in the domain produced 365 maps of temperature. These maps were
then used to calculate daily counts and related indices.

Method

The method used is described in detail in Henriksen (2003a) and applications can be
found in Henriksen (2003b). Similar calculations that were done for the Nordic Coun-
tries and published by the Nordklim group (Tveito et al., 2001) used cubic spline for the
interpolation, with a slight modification to preserve monthly means. For the Icelandic
data it was found that cubic splines exaggerated the maxima and minima of the annual
cycle in an unrealistic fashion, and thus Henriksen (2003a) used a modified tension-
spline method for the interpolation. As in the Nordic Maps the modification ensured
that monthly means were preserved. This lead to a non-linear optimization problem
and a “smart” search algorithm had to be written to find the best solution. The method
can be applied to station data and plotted against daily means for the reference period.
Figure 19 shows the location of six stations that have been interpolated with tension
splines and the results of the interpolation are shown in Figure 20.

The results in Figure 20 show clearly the main features of the annual cycle in tem-
perature. The temperature curves are relatively flat during a cold season that extends
from December to March. Following that there is a rapid rise in temperature from
April to June, but the temperature levels off during the summer season. In the fall,
temperatures decrease rapidly until the cold season is reached again. This behavior
with two relatively “flat” intervals and a ramp-up or ramp-down can be explained in
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Figure 20: Results of modified tension spline interpolation to monthly means (smooth
curve). Also shown are the daily means for the reference period (broken curve). The
points show the monthly mean, and they are placed on the day when the daily temper-
ature reaches the monthly mean (this may happen twice during the same month). The
vertical line marks the day when the slope slope of the smooth curve reaches the aver-
age slope between the March minimum to the July/August maximum. The position of
this line represents a measure of the onset of spring warming.
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terms of the moderating influences of the ocean around Iceland. During winter the
ocean looses heat to the atmosphere and keeps winter temperatures rather mild, and
during summer the ocean absorbs heat from the atmosphere and places limits on how
warm the summers get. It was this behavior that lead to the adoption of tension splines
instead of cubic splines since the latter could not properly reproduce the “flat” periods,
but instead produced significant excursions from the daily means.

One feature that increases the complexity of the seasonal cycle in these figures is
the persistent second minimum that occurs in March. The naive view of annual cycle
is one where a minimum occurs around January and each month thereafter experiences
warming on the previous month (until late summer). However, in many locations in
Iceland, February will be warmer than January, but March will be colder than February.
The spatial distribution of this “double dip” behavior can be seen in Figure 21. These

T
em

pe
ra

tu
re

 c
ha

ng
e 

(°C
)

−2

−1.5

−1

−0.5

0

0.5

1Temperature change from February to March (model)

  24oW   22oW   20oW   18oW   16oW   14oW 
  63oN 

  64oN 

  65oN 

  66oN 

  67oN 

Figure 21: The change in temperature from February to March. Shown are results
obtained by taking the difference of the maps in in Figures 6b and 7a.

results show March being colder than February in an area that roughly extends from
Snæfellsnes peninsula on the west coast of Iceland to the north west peninsula where
the amplitude of the March cooling is strongest. The area then extends along peninsulas
on the north coast to the fjords on the east coast of Iceland. The reason for the “double
dip” is not completely clear, but this signal is not a permanent feature of Icelandic
climate records, but seems to have been fairly strong in data from the 1961 - 1990
period (Henriksen, 2003b).

The tension spline interpolation method was then used to interpolate each gridpoint
in the 12 monthly maps of Figures 6 to 11. Following this various daily counts could
be calculated at each gridpoint and mapped spatially.
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Results

Length of periods with T greater than a given threshold value

The number of days per year when the temperatures reach or exceed 0ÆC and 7ÆC
can be seen in Figure 22. Clearly, along the south shore, the estimated duration of
the period with mean temperature above freezing is longest, whereas it is shortest on
glaciers. For higher temperature thresholds fewer days are counted in the highlands
and along the northern coast.

It should be kept in mind that maps of this kind are inherently biased. To appreciate
this consider a location where the mean temperature never rises above 6�95ÆC. Using
a threshold value of 7ÆC would yield a count of zero as the number of days where
temperature exceeds the threshold. But in reality, during the warmest part of the year,
close to half of all days will have temperatures that exceed 7ÆC, and thus the average
number of days with temperature exceeding the threshold should be greater than zero.
Likewise, if the minimum average temperature is 0ÆC the above method would yield a
count of 365 days for all threshold values less than zero. But during the cold season
there must be several days with subzero temperatures to yield an average of zero. Thus,
the method would overestimate the count for threshold values of�1ÆC, �2ÆC, etc.
The overestimate would become less severe with decreasing threshold values as the
occurrence of days below the threshold decreases.

Figure 23 shows the mean number of days temperatures exceed threshold values
ranging from�20ÆC to 20ÆC calculated using daily data, and using the mean annual
curves. The figure shows results for Reykjavik and Akureyri, but similar results hold
for any other location in Iceland. They clearly show that there is a large discrepancy
between the two methods. The difference is less severe if threshold values are limited
to range between the maxima and minima of the mean curve (approx. 9ÆC and 11ÆC,
respectively). This means that the maps in Figure 22 have to be “handled with care”
since they are likely to be biased, especially the upper one. Duration maps such as
these need to be corrected if they are to be used for serious applications. In the next
section degree day maps are calculated. As these will be used for various applications
the bias will be discussed in detail and maps will be corrected.

Biased degree-day maps

Measures related to those shown in Figure 22 are the degree days above a certain thresh-
old. For a chosen temperature threshold, the degree day value is the sum of all positive
temperature anomalies above the threshold. Here,anomaly means the temperature mi-
nus the threshold value. Using mean annual curves, this method has been applied by
the Nordklim group to produce degree-day maps for the Nordic countries (Tveito et al.,
2001). As is explained in the previous section, this method is not unbiased and the bias
will be examined in detail below. Figure 24 shows the results obtained by calculating
the degree days with 0ÆC as threshold, and also results for threshold values of 5ÆC
and 10ÆC. The ten-degree day map shows low values over most of Iceland. Values
exceeding 50 only appear in low lying areas mainly on the south coast.

Examining the maps in Figure 24 it is important to keep in mind that these are
calculated from an average annual cycle. By construction, these bias calculated degree
day values. To appreciate the definition of degree days must be examined. For a period
starting with julian dayd1 and ending on julian dayd2 (in the maps aboved1 � 1 and
d2 � 365 were used) and a threshold valueK, theN-year average degree day value is
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given by:

DD�
1
N

N

∑
i�1

d2

∑
d1

�Ti� j�K�H �Ti� j�K��

whereTi� j is temperature on dayj, yeari andH �Ti� j �K� is the Heavyside function
(H �Ti� j�K� � 0 if Ti� j � K but 1 otherwise).

The contribution of one dayd1 � d2 � d to DD is

DDd �
1
N

N

∑
i�1

�Ti�d��K�H �Ti�d��K��

whereTi�d� is the temperature of dayd on yeari. Now writeTi�d� as

Ti�d� � M�d�� εi�

whereM�d� is theN year average of the temperature

M�d� �
1
N ∑Ti�d��

andεi is the departure from the mean for yeari. With thisDD d can be written as

DDd �
1
N

N

∑
i�1

�M�d��K� εi�H �M�d��K� εi��

The mean temperature-to-threshold difference can be writtenS � M�d��K and the
contribution becomes

DDd �
1
N

N

∑
i�1

�S� εi�H �S� εi��

but this can be written as

DDd �
S
N

N

∑
i�1

H �S� εi��
1
N

N

∑
i�1

εiH �S� εi��

If F�εi ��S� is fraction of days thatεi ��S, i.e., the fraction of days the Heavyside
function is “turned on”2. and the mean of the temperature departure for the times when
εi ��S is

ηS �
1
N ∑εiH �S� εi��

the unbiased expression for the degree-day contribution becomes

DDd � S �F�εi ��S��ηS

The Nordklim method, used to generate the maps in Figure 24 used simply the
(positive) mean temperature-threshold difference asDD d,

DDd � SH �S��

2This can be seen by noting that

F�εi ��S� � F�εi � K�M�d�� � F�M�d�� εi � K� � F�T �d� � K��
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Clearly the two methods differ considerably. The Nordklim method has an “on-off”
character to it. Either a day is counted fully or it does not count at all. In the unbiased
expression the same term is weighted with an appropriate fraction. Furthermore there
is an extra term in the unbiased expression which can become larger than the first term
when the threshold value (K) is close to the mean value of the day (M�d�). Indeed,
the only cases where the two methods agree is whenF � 1 or whenF � 0. In the
first caseS � �εi� �i and thusH � 1 �i. In this case the Nordklim method yields
DDd � SH �S� � S and the full expression yields

DDd �
SN
N

�
1
N

N

∑
i�1

εi � S�

since∑i εi � 0�which is the same result. In the latter case both methods yieldDD d � 0.
To gain an appreciation of this the terms in the unbiased expression will be exam-

ined in more detail.

1. The first term,S �F�εi ��S�, will be negative ifK � M�d�, but positive ifK �
M�d�. Starting with a low threshold value, sayK � �20ÆC, S will be positive
and furthermoreF � 1 for most days of the year. IfK is then increased the
fractionF will go down, as willS. OnceK has reached the mean value (M�d�)
this term will be zero. WhenK is increased further the term becomes negative
andS remains negative for further increases inK but its absolute value becomes
larger. However, despite this the term usually remains close to zero, becauseF
approaches zero asK increases.

If ρ�ε� is the distribution of the random variableε (the ε i values are different
realizations of this random variable) then

lim
N�∞

F�εi ��S� �
� ∞

�S
ρ�ε�dε�

Simplifying assumptions can be made aboutρ�ε�, e.g. that it is Gaussian, and
this expression can be used to obtain the expected value of the fractionF�ε i �
�S� givenS. Such assumptions are made in methods that estimate degree days
directly from monthly means and average standard deviations within months
(Braithwaite, 1984).

In summary, the first term is a large positive number whenK has a very low
value, it goes to zero asK approachesM�d� and becomes negative but remains
small forK larger thanM�d�. For large enoughK the term tends to zero.

2. The second term,ηS �
1
N ∑εiH �S�εi�, is the mean of the temperature departure

for the times whenεi ��S. To gain an understanding of this term it is instructive
to sort the departuresεi in an ascending order and write them as

�εA�εB�εD�εE� � � � �εL�εa�εb�εd�εe� � � � �εl�

where negative departures have underscores with capital letters. The term can be
written as

ηS � sum�� � ���N�

where “sum” denotes the summation function of the list�� � �� andN is the num-
ber of years in consideration. The number of items in the list depends on the
threshold valueK, the larger the threshold value, the fewer items are in the list.
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The behavior of this term can be understood by focusing on how many items re-
main in the list for a chosenK. Starting with a threshold value that is low enough
so thatH �S�εi� � 1�i, then all theε’s are in the list andη S �

1
N ∑εi � 0. When

the threshold value is increased sufficiently the lowest value in the list (ε A) is
thrown out, and as this value is negative the sum becomes positive. AsK is in-
creased further more items (all negative) are thrown out of the list so the sum
increases further. It follows, that the term grows with increasingK until the
threshold value equals the mean temperature (K � M�d� i.e, S � 0). In that case
only positive temperature departures remain in the list and

ηS � sum�εa�εb�εd�εe� � � � �εl��N�

This is the threshold value of whichηS is largest. Further increases inK eventu-
ally lead to positive items being thrown out which reduces the sum. Eventually
all items have been thrown out of the list andη S � 0. In summary, the second
term is zero whenK is a large negative number or whenK is a large positive num-
ber. In between the term is positive, reaching a maximum value whenK �M�d�.

Figure 25 shows a comparison of the Nordklim method and a direct calculation for
the N-year average contribution of one day (DDd) to the degree day sum (DD) for a
given threshold. The calculations were done with data from Akureyri using daily data
from 1961 to 1990. The figure shows two particular days, January 15th (cold) and July
20th (warm). The figure also shows the contribution of the two terms thatDD d be
broken into. Notice that for January 15th the Nordklim method yields zeroDD d for all
thresholds, but direct calculation reveals thatDD d is nonzero for thresholds below 6ÆC.
For July 20th the method works better, significant bias only arises when the threshold
value exceeds 8ÆC.
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Figure 25: A comparison of the Nordklim method and a direct calculation for calcu-
lating theN-year average contribution of one day (DDd) to the degree day sum (DD)
for a given threshold. Shown are two days, January 15th (cold) and July 20th (warm)
at Akureyri using daily data from the period 1961 to 1990. The figure also shows the
contribution of the two terms that the unbiasedDDd can be broken into.

Figure 26 shows the results of a direct comparison for the whole year for Reykjavík
and Akureyri using daily data from 1961 to 1990, and the mean annual curves. Thresh-
old values from�20ÆC to 20ÆC are used. The differences between the two methods are
less striking than for the number of days temperature exceeded a threshold value shown
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Figure 26: Differences between calculating the degree-day number with by using daily
temperature data (from 1961 – 1990), and by using the smooth daily mean curves.
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in Fig. 23. When the threshold value lies outside the range of the mean annual curves,
the two methods tend to compare fairly well. However, there are significant differences
when the threshold value lies within the range of the mean annual curves. Since this
range (c.a. 0ÆC to 11ÆC) marks reasonable threshold values these differences do pose a
problem and special methods must be devised to correct maps made with temperature
thresholds in this range.

Corrections to the map bias

A method to correct the bias is described in Ólason (2003). First correct degree day
values are calculated at 50 stations. Next the smooth daily curves calculated for the
station using the method of Henriksen (2003a) are shifted by a factorφ so that the
degree day calculation using the Nordklim method gives the correct value. With this
change the expression for degree days for the whole year becomes

DD�φ� �
365

∑
d�1

�md �φ�K�H �md �φ�K��

wheremd is the smooth mean daily temperature curve, andK is the threshold value.
The φ field was then interpolated to a map and added to the temperature data, and
following that the Nordklim method to calculate the degree days was applied.

To interpolateφ to a grid it was written as

φ� ao�a1 �Lx�a2 �Ly�R�

where theai are constants,Lx andLy are longitude and latitude, andR is the residual
field not fitted by the linear model. The residual was interpolated using kriging as
previously. Sinceφ�φ�K�, these calculations had do be done for each threshold value.
Figure 27 shows theφfield that resulted forK � 0ÆC andK � 5ÆC.

Recalculating the degree day maps with this correction resulted in a marked im-
provement in the maps. Figures 28 – 32 show the degree days before and after the
correction. To enhance readability of the maps, locations with a degree day count of
1 or zero have been shaded gray. Clearly the gray zone expands with higher threshold
values, but notice that for higher threshold values the extent of the gray color is far
larger in the uncorrected maps. Figure 33 shows the difference between the corrected
and uncorrected maps for chosen thresholds.

Three factors seem to affect the degree day count. Obviously, higher degree days
are generally found at low altitude, and higher counts are obtained in southern Iceland.
However, it is noticeable that in coastal valleys higher counts are obtained away from
the coast, even though the altitude may be higher. This effect is clearly seen in the
maps with a threshold value of 7ÆC and 10ÆC.

Maxima and minima of temperature

A further examination of summer time temperatures can be seen in Figure 34, which
shows a map of the maximum mean temperature reached during the year, and also a
map of the Julian day of maximum temperature. The figure shows that areas where
the maximum temperature exceed 10ÆC are few, indeed 8ÆC is common in low lying
areas. Maximum temperature is reached around Julian day 200, which is July 18th.
This value is the most common one in the interior of the country and in the southern
part. Along the coast, the date of maximum temperature is delayed by up to 3 weeks.
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Figure 27: Examples of the correction factorφ for a threshold value of 0ÆC and of 5ÆC.
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Figure 28: The degree day maps for a threshold value ofK � 0ÆC. The upper map
shows the biased map, and the lower map shows the results with the bias corrected.
Areas shaded with gray have a degree day count of 1 or less.
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Figure 29: The degree day maps for a threshold value ofK � 2ÆC. The upper map
shows the biased map, and the lower map shows the results with the bias corrected.
Areas shaded with gray have a degree day count of 1 or less.
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Figure 30: The degree day maps for a threshold value ofK � 5ÆC. The upper map
shows the biased map, and the lower map shows the results with the bias corrected.
Areas shaded with gray have a degree day count of 1 or less.
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Figure 31: The degree day maps for a threshold value ofK � 7ÆC. The upper map
shows the biased map, and the lower map shows the results with the bias corrected.
Areas shaded with gray have a degree day count of 1 or less.

39



D

0

20

40

60

80

100

120

140

160

180

  24oW   22oW   20oW   18oW   16oW   14oW 
  63oN 

  64oN 

  65oN 

  66oN 

  67oN 

D

0

20

40

60

80

100

120

140

160

180

  24oW   22oW   20oW   18oW   16oW   14oW 
  63oN 

  64oN 

  65oN 

  66oN 

  67oN 

Figure 32: The degree day maps for a threshold value ofK � 10ÆC. The upper map
shows the biased map, and the lower map shows the results with the bias corrected.
Areas shaded with gray have a degree day count of 1 or less.
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Figure 33: Differences between the corrected and the biased maps. The upper left
panel shows the results for a threshold value ofK � 0ÆC, upper right panel shows the
results forK � 5ÆC, the lower left shows the results forK � 7ÆC and the lower right
for K � 10ÆC.
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Figure 34: A map of maximum average temperature and the Julian day during which
it occurred. Julian day 200 corresponds to July 18th.
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The results of a similar calculation for the winter are shown in Figure 35, which
shows the minimum temperature and the day on which it occurred. At the coast the
minimum temperature ranges from 0 to�2ÆC, but from�2 to �6ÆC further inland.
Minimum temperatures below�6ÆC occur at higher altitude. The map of Julian days
shows that in some areas the minimum temperature is reached in December (Julian days
around 350, located below zero on the colorscale). Throughout much of the country the
minimum occurs in the middle of January, but in an area extending from Snæfellsnes
peninsula on the west coast along peninsulas on the north coast to the fjords on the east
coast, the temperature minimum occurs in March. This area corresponds to the area
that is colder in March than in February (see Figure 21). Furthermore, the estimated
date of minimum temperature also occurs during February or March over glaciers and
a few high altitude areas.

Discussion

The maps presented herein, represent a first complete spatial analysis of the mean an-
nual temperature cycle for the 1961 to 1990 period. The monthly mean temperature
ranges from�5 to 7ÆC when averaged over the whole country, but when the average is
limited to areas below 400 m the monthly mean temperatures range from�2 to 9ÆC. A
cross-validation procedure reveals that the estimates are accurate within 1ÆC. Further
analysis points to glaciers and high altitude areas as sites of possible systematic errors.
For glaciers the method is expected to produce temperatures that are too high during
the summer.

The analysis of daily mean temperatures revealed that along the south coast of
Iceland, there are locations where the mean temperature never goes below freezing.
During winter there is an area, roughly extending from the west coast along the north
coast toward the east coast, where the winter temperatures have two minima, first in
January and again in March.

The maps of degree-days produced using a method employed by the Nordklim
group were also presented, but these maps are biased. The source of the bias was dis-
cussed in some detail. Following this a correction method was introduced and unbiased
maps were presented. They show that while the degree day count is primarily a func-
tion of altitude, there is a north-south gradient, and coastal valleys tend to have higher
counts inland, than at the coast.

An examination of the timing of the temperature maxima and minima revealed
that during summer the maximum temperature is on average reached around July 20th
throughout the interior of Iceland, but closer to the coast this date is postponed up to
three weeks. During winter the location of the coldest day is more complex. In many
locations days in late December or early January are the coldest, but there is a part of
the country where the coldest days occur in March.
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Figure 35: A map of minimum average temperature, and Julian day on which it oc-
curred. Notice that in the lower panel, the colorscale is cyclic and December (335–365)
is situated below January (1–31).
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